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The design of Lil’Flo, a socially assistive
robot for upper extremity motor
assessment and rehabilitation in
the community via telepresence

Michael J Sobrepera1,2 , Vera G Lee3 and
Michelle J Johnson2,3,4

Abstract

Introduction: We present Lil’Flo, a socially assistive robotic telerehabilitation system for deployment in the commu-

nity. As shortages in rehabilitation professionals increase, especially in rural areas, there is a growing need to deliver care

in the communities where patients live, work, learn, and play. Traditional telepresence, while useful, fails to deliver the

rich interactions and data needed for motor rehabilitation and assessment.

Methods: We designed Lil’Flo, targeted towards pediatric patients with cerebral palsy and brachial plexus injuries using

results from prior usability studies. The system combines traditional telepresence and computer vision with a humanoid,

who can play games with patients and guide them in a present and engaging way under the supervision of a remote

clinician. We surveyed 13 rehabilitation clinicians in a virtual usability test to evaluate the system.

Results: The system is more portable, extensible, and cheaper than our prior iteration, with an expressive humanoid.

The virtual usability testing shows that clinicians believe Lil’Flo could be deployed in rural and elder care facilities and is

more capable of remote stretching, strength building, and motor assessments than traditional video only telepresence.

Conclusions: Lil’Flo represents a novel approach to delivering rehabilitation care in the community while maintaining

the clinician-patient connection.
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Introduction

There is a growing need to provide motor rehabilita-

tion in rural communities and other resource-scarce

areas. Many patients in rural areas are currently under-

served by physical and occupational therapists.1,2 Due

to a lack of local therapists, these patients must travel

long distances to reach a center of excellence to receive

care. For patients, this requires a caretaker, often a

family member, to take time off work or take time

off school. There is a need to improve care for both

pediatric and adult patients who reside in rural areas;

we focus on the pediatric patients in this work. Two

large pediatric patient populations that are in need of

life long rehabilitation are cerebral palsy (CP) and
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brachial plexus birth palsy (BP). CP is the most
common motor disorder in young children, occurring
in 2–3 per 1000 live births.3 It results in motor disorders
of the upper and lower limbs that are often accompa-
nied by other impairments in sensation, perception,
cognition, communication, and behavior.4,5

Brachial plexus birth palsy, also known as perinatal
brachial plexus injury, obstetric brachial plexus injury,
and simply brachial plexus (BP) has a different mech-
anism and pathology than CP, but similarly affects
upper extremity function. BP occurs as a result of
damage to the brachial plexus nerves during delivery,
and occurs in about 1 per 1000 births.6 Outcomes from
brachial plexus injuries can vary from self-resolving to
long-term disability, requiring rehabilitation, potential
surgery, and long-term management.7

CP and BP patients need rehabilitation care and
medical services beyond the hospital, in community-
based settings. In addition to local clinics, pediatric
patients may have some form of care in their school
or a local primary care clinic. In a specialized school,
they may have access to an in-house therapist; else-
where, they may have access to a traveling therapist
who visits them for a short period each week. The
remainder of their rehabilitation is often done at
home with the aid of family members.

Rehabilitation is often a long-term need for CP and
BP patients, and as a result compliance and motivation
is often an issue. A lack of compliance may lead to
decreased functional outcomes. Although compliance
can be monitored when the child is with a therapist,
it is more challenging at home. Routine diagnostics and
assessments are critical to ensure that patients are
receiving the best treatment for their condition and
current state.8 This is especially important for rehabil-
itation, where patients with the same pathology can
have divergent manifestations and challenges in their
daily lives.9 Frequent assessment of function can give
the care team a good indication of a patient’s progress
and could provide a method to motivate patients, and
is therefore an important aspect of ongoing
rehabilitation.

One way to address clinician shortages in medically
underserved areas is through telemedicine: the remote
application of medicine using telecommunications,
which generally include two-way video and audio.10

For example, evidence has shown that range of
motion in adolescents can be measured effectively via
telemedicine, and subjects may prefer telemedicine
visits for certain tasks.11 For clarity, we define telemed-
icine as specifically using remote audio and video (i.e.
telepresence) for medicine and allow electronic health
care (e-health) to define the larger scope of any medi-
cine practiced using remote electronic communications.
Telemedicine enables patients to receive care in the

community, their local clinics, schools, homes, etc.

This can help overcome barriers to care due to travel

and scheduling, potentially increasing the number of

interactions.
This method has its limitations. Interactions over

telepresence are not as rich as in-person therapy.
Limits from the field of view, resolution, projection

of three dimensions onto two, and network latency

can decrease the sense of presence of the remote

person and hamper their spatial reasoning.12,13 The

lack of a present person could lead to a reduction in

patient motivation. When combined with less clear

instructions through telepresence, where seeing what

a clinician wants a patient to do can be more challeng-

ing than in person, patient compliance might be

reduced. If patients are unmotivated and non-

compliant, the clinician may not see the motions

needed to accurately assess the patient and the patient

may not get the personal benefit from the interaction.
One solution to augment the richness of remote

interactions is to use Socially Assistive Robots

(SAR).14 SARs combine the space of assistive robots,

which give aid or support to human users (e.g. tradi-

tional rehabilitation robots, wheelchair robots, mobili-

ty aides, etc.) and socially interactive robots, whose

main task is to interact with people socially. The

SAR is therefore designed to create close and effective

interaction with human users in order to give assis-

tance, leading to measurable progress in convalescence,

rehabilitation, learning, etc. SARs could be coupled

with a telepresence system and a computer vision

system to improve remote health care delivery by pro-
viding a physically present social entity for patients to

interact with. The SAR could act as a mediator in the

interaction, thus providing a richer experience. In addi-

tion to providing presence, by operating locally to the

patient, a number of other challenges with video based

telepresence could be addressed. The entire robot

would be visible to the patient, solving field of view

challenges. And the robot would be able to act smooth-

ly even in poor network communications, when the

video with the clinician would be degraded.
To explore the idea of using a SAR with telepre-

sence, we have designed two generations of systems.

Based on our initial prototype (“Flo”, seen in

Figure 1),15,16 discussions with clinicians, and the liter-

ature, we developed a series of design requirements for

our second iteration, “Lil’Flo”. The goal for the Lil’Flo

system is to help understand how pediatric patients

with motor impairments requiring telerehabilitation,

the application of telemedicine for rehabilitation, can

be assessed efficiently, cheaply, and accurately. The

system enables the examination of two critical compo-

nents: the telepresence system for communication with
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the patient and the perception system for understand-

ing the patient’s motor function.
Our long-term study goal is to be the first to

rigorously compare classical telepresence-based

assessment and the use of a social robot as a mediator

in telepresence. The ideas of social robots and telepre-

sence are not novel, nor is the study of remote

versus physically present agents. The innovation of

this project will be to use a social robot as a third

agent, physically present with the patient, to mediate

telepresence. Many other systems attempt to temporar-

ily replace the therapist with the social robot. Our

goal is to extend the reach of the clinician into the

community and improve their ability to remotely inter-

act with their patients and accurately track their reha-

bilitation progress. The social robot would therefore

act as a bridge for pathways of communication

lost over telepresence (Figure 2). We hope patients

will be more motivated and compliant in performing

their activities at home and will be able to

receive instruction on improving their rehabilitation.
This model for interactions has driven the design deci-
sions for Lil’Flo.

This paper reviews the related literature, the design
requirements for the Lil’Flo robotic system, the design
developed, and future directions.

Related literature

Rehabilitation robots that are able to gesture, commu-
nicate, motivate, comfort, and teach exercises have
been tested in pediatric and geriatric interactions in
and out of hospital environments.17–23 Experiences
with these robots have been positive, and the robots
have been shown to promote engagement and adher-
ence to prescribed exercise. However, to our knowl-
edge, they have not yet been tested as a tool to
augment telemedicine as a third agent to interact with
the patient and therapist.

SARs

A number of social robots have been developed for
upper extremity rehabilitation, from which we take
inspiration. The Nao-Therapist project initially devel-
oped a custom robotic bear named Ursus24–26 and has
now moved to a Nao robot,27 which is used for upper
extremity rehabilitation for pediatric patients. The
system uses a Microsoft Kinect sensor to track
patients, allowing the robot to autonomously play
games with them. It can both demonstrate and correct
poses in a pose mirroring game and in a pose sequence
recall game. In a longitudinal study of the system, with
13 subjects participating in on average 11.6 sessions of
approximately 24min each,28 all stakeholders, clini-
cians, parents, and children, found the system useful
and wanted to continue to use it.

RAC CP Fun is another Nao-based robotic plat-
form designed to engage with preschool students who
have CP.18 The robot can play various games and moti-
vate physical activity. The interactions with the system
were designed to build off the motor learning literature,
with an emphasis on giving feedback to the patient.
The robot interacts by singing songs, changing its posi-
tion relative to subjects, and providing feedback. Fridin
et al. compared outcomes of using the robot between
typical children and CP children, finding that the CP
group exhibited a higher level of interactions as mea-
sured by the child-robot interaction measurement index
which relies on eye contact as well as various facial,
body, and vocal expressions of emotion.18,29

Another Nao-based system is Zora, which is com-
mercially available. It has been tested on a cohort of
children with disabilities and has been shown to
improve the quality of care.30 However, it was reported

Figure 1. The first version of our social robot on a telepre-
sence system, Flo, composed of a Nao robot attached to a VGo
telepresence robot.
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that the software required to operate the system was

labor intensive for clinicians.
The idea of socially assistive robots as mediators for

interactions has been explored for in-person therapy of

children with behavioral disorders such as autism spec-

trum disorder, where direct human-human interaction

can be challenging. The Milo and Kaspar robots are

two examples of this with sizable deployments in the

clinic.31–33 Neither are designed for nuromotor

rehabilitation.
SARs can easily become complicated systems, it is

important to consider how to make systems approach-

able by being simple and affordable. The CosmoBot

system is a good example of how simplifying problems

can lead to effective systems. CosmoBot is a small toy-

like space robot, integrated into “Cosmo’s Learning

Systems”. It has arms with a single shoulder degree

of freedom, an actuated mouth, an actuated head,

and the ability to drive around. It interacts with

patients through a button board, accelerometers

placed on the patient, and 3rd party interface devices

(e.g. joysticks, buttons). During a 16-week longitudinal

study with interactions once a week with four subjects

aged 4–10 with CP, it was shown that the system itself

was robust and easy to use.34 Patients were engaged

and excited to play with the robot throughout the

length of the study. The system was marketed for a

few years by AT KidSystems. Even with its limited

number of degrees of freedom in its arms and torso,

it was still able to motivate patients to work on their

rehabilitation goals. By using the trackers on the

patients’ bodies, the robot was able to both interact

and collect objective data throughout the study.
Tega is a small smartphone-powered robot designed

primarily for education, helping students to develop

language skills through interactive storytelling.19 It

has a design that is supposed to be cute and approach-

able with five degrees of freedom, allowing it to bob up

and down, twist, lean, and look up and down. Tega is

inappropriate for most physical and occupational reha-

bilitation techniques, as it has no limbs. However, it is

worth appreciating for its emotional expressiveness,

Figure 2. A comparison of our theory of interactions between patients and clinicians in-person and patients, clinicians, and the robot
in telepresence interactions. Without the robot in the telepresence interaction, there is a loss of communication channels compared
to the in-person interaction.
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based on principles from animation, and its relatively
low cost, using a cellphone for both its face and com-
putational power.

Recent studies have proposed the use of virtual
agents with digital embodiment in immersive environ-
ments for assessment and rehabilitation. Augmented
and virtual reality (AR and VR) are methods used to
create these immersive environments. VR has previous-
ly been explored for utility in motor rehabilitation for
stroke patients suffering from upper extremity impair-
ments. In a meta-analysis of 12 studies on the effect of
using VR in rehabilitation of stroke patients, it was
found that there was a 15% improvement in arm
motor impairments and 20% improvement in arm
motor function when using VR rehabilitation com-
pared to traditional rehabilitation from pooled obser-
vational studies.35 Evidence also suggest that VR can
lead to high levels of engagement and motivation. The
technology is relatively affordable and accessible.

Triandafilou and colleagues developed a 3D, net-
worked multi-user VR environment for home therapy
after stroke where physically remote users are able to
interact via avatars whose movements are controlled by
the kinematics of the user, retrieved from Kinect cam-
eras located in the home.36,37 Their recent clinical trial
indicated that stroke survivors were able to adhere to
the rehabilitation treatment and that arm displacement
during a session was a reasonable metric to track prog-
ress over the game. Challenges remain in the complex-
ity of interacting within such systems. Further, it is not
clear how the effect of having an entire interaction
in a 3D world projected through a 2D computer
monitor compares to other alternatives where 3D
embodiment exists.

Elor et al. used a VR system to gamify constraint
induced therapy for patients with hemiparesis in
Project Star Catcher, and found that it was motivating
and a cost-effective form of therapy.38 Project Star
Catcher focuses on single users, and does not attempt
to embody the user or any avatars, instead immersing
the player, using a head mounted VR display, in a new
reality, catching stars. Their work demonstrates that
head mounted displays and off the shelf controllers
can be used to provide immersive environments to
people with motor disability while measuring kinemat-
ics for progress tracking.

Liu et al. leverage embodiment in a virtual environ-
ment to help with rehabilitation from gait asymetry.
Rather than projecting an avatar of another entity,
they project an avatar of the patient walking,39 allow-
ing the patient to see their own gait. They showed that
this resulted in better gait speed and more optimal
gait lengths.

These applications suggest that a digital embodi-
ment as well as an immersive world both on a screen

and via a head mounted display can be successful for
both rehabilitation and assessment of patients
remotely.

But how do virtual systems compare to physically
embodied ones? The social robot community has stud-
ied questions of robot presence. Fridin and
Belokopytov demonstrated that when comparing an
in-person robot and robot projected onto a screen,
pediatric subjects interacted significantly more with
the in-person robot.40 Bainbridge et al. showed that
physical presence is important for trust and motiva-
tion, especially for uncomfortable tasks,41 and Kiesler
et al. showed that subjects co-located with a physical
robot were more engaged with it and acted more ideally
around it (as measured by following diet advice) when
compared to a virtual agent.42 A recent study similarly
found that stroke patients prefer using SARs for reha-
bilitation therapy over virtual agents shown on a
screen, reporting higher engagement levels and exercise
performance with the physical robot43 Mann et al.
demonstrated that subjects were more likely to trust,
be engaged with, and follow instructions from a robot
giving instructions and asking questions, compared to
the same interface on a tablet.44 In fact, a study has
shown that simply adding a SAR onto a pre-existing
neurorehabilitation device as a third agent for motiva-
tion and engagement purposes has the potential to
increase performance results45

Both virtual reality systems and SAR-augmented
telepresence systems such as Lil’Flo are worthy of
investigation for motor rehabilitation uses. There is
not yet clarity in the literature on user preferences
and outcomes with the two modalities, especially as
they both continue to advance.

Telepresence systems

There have been many telepresence systems developed.
The simplest telepresence can be achieved using cell-
phones, tablets, or computers with a screen, camera,
and Internet connection. More advanced systems use
a screen on a stick morphology with a screen and
camera mounted on a mobile base, allowing the
remote operator to drive the telepresence interface.
Still more advanced are systems that utilize actuation
of the screen based on where the remote operator is
looking.13,46 Some systems also have appendages
which can be moved to show operator intent46 or to
achieve a goal.

Dodakian et al. presented a system for stroke
patients, using a custom tabletop game system attached
to a computer for both individual activities and activ-
ities monitored by telepresence.47 The system did not
use a robot, but by making the games physical, com-
pliance was increased. Using the games with
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intermediate telepresence provided a way to maintain
motivation and provide ongoing assessment. What we
propose is different from these: the telepresence oper-
ator is presented in a traditional screen-on-a-stick fash-
ion, while the robot is an independent social entity
which can play with subjects and demonstrate actions
of interest.

It may be of interest to extend features of Lil’Flo to
VR by bringing remote clinicians into patients’ virtual
environments on an in world screen while the patient
interacts with an autonomous or remote controlled
avatar.

Objective assessment

A focus on accessible metrics has been missing from the
socially assistive rehabilitation robotics and telerehabi-
litation literature. In order to make telemedicine feasi-
ble from the clinician’s perspective, tools are needed to
assess the patient’s function quickly and easily. As
shown in the Shriners Hospital Upper Extremity
Evaluation (SHUEE)48 and Assisting Hand
Assessment (AHA),49 assessment can be done by
graders watching recorded video but requires expert
graders and is time-consuming, limiting the availability
of the test and increasing its cost.

There is a large literature of metrics for upper
extremity function that can be evaluated using robots
like the MIT-Manus.50 These generally rely on the
kinematics of subjects, but do not provide the outputs
that clinicians expect to work with and require expen-
sive fixed hardware to be used. By extending from this
work to use low-cost mobile hardware with computer
vision that leverages modern machine learning techni-
ques and working to generate metrics which are intui-
tive to clinicians, the ability to assess patients could be
improved.

Design requirements for Lil’Flo, a socially

assistive robot for upper extremity motor

assessment and rehabilitation via

telepresence

The requirements for the Lil’Flo project are presented
below. We discuss our initial prototype and the evolu-
tion of the design requirements that lead to those we
used in Lil’Flo robotic system.

Our original prototype

The first version of our social robot system was com-
prised of two individual pieces of hardware: the VGo
base and the NAO humanoid (Figure 1). The systems
did not interface with each other and were controlled
through separate software, which made setup of the

robot and system operation difficult, even for the

researchers familiar with it. For further experimenta-

tion with design, we wanted a more modular system

than what the NAO and VGo offered. We found that

although the NAO is highly programmable and easy to
use, it is hard to modify, and when it breaks, hard to

maintain. A computer and cameras are permanently

built into the NAO and are unable to be upgraded.

The VGo is user-friendly in its default configuration

but offers no programmatic interface to extend its

capabilities and adding additional hardware is nontri-
vial.51 We found from testing that the NAO platform

lacked sufficient sensors to perceive patient interaction

and again its cameras are not upgradeable. The NAO

has a static face with eyes that can change color; it has

been claimed that this, with the pan tilt of the head, is

sufficient to convey emotion. But we felt that further

facial expressiveness was needed.
The sizing of the system also proved to be difficult,

as it is too tall for most pediatric encounters but has a

small humanoid for adult encounters. Because of how

the structure of the two robots fit together, the NAO’s

center of gravity sat in front of the VGo’s center. To
counteract this imbalance, an extra weight was added

on the back of the VGo, which significantly increased

the mass of the system and raised its center of mass,

making the system less stable. We used the torso-only

version of the NAO, which is no longer sold, and faced

challenges with the robot overheating during use.

Although newer models have improved on the over-
heating problem, multiple fellow researchers and col-

laborators have reported that it can still be a challenge.

The NAO/VGo combination was also costly: The cur-

rent full body NAO is cheaper than when the original

prototype was built, but still costs $9000 USD pre-tax.

The VGo robot costs $4000 USD or $6000 USD with

Verizon 4G LTE with a dock. There is an optional
service contract which is around $400 USD depending

on the term of the contract. Additional modifications

would then be needed to add sufficient cameras and

compute power, adding further cost. This type of inte-

gration requires significant engineering effort and

requires compromises51 which we did not believe were
logical to undertake. The cost of components is not

necessarily important for research, but by proving

that low cost components can be effectively used, an

argument can be made that a larger impact can be

achieved post technology translation.
The primary takeaways from our initial demonstra-

tions and surveys with the first version of our social

robot were that clinicians viewed the robot as a social

entity, although they did not find it to be as helpful as

we had hoped given its lack of modularity, difficulty in

setup, and high cost.15
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Design requirements for Lil’Flo

In developing our new prototype, we decided to rethink
some of our prior design assumptions leveraging our
new data. Our primary design requirements became
that the robot be low-cost, flexible and adaptable to
testing, expressive, programmable, and sized for pedi-
atric as well as adult patients. We decided to split our
concerns into two sister platforms: one for adult pop-
ulations (Big’Flo) and one for pediatric populations
(Lil’Flo). We are focusing first on the pediatric
system, with plans to port the design learnings to a
larger adult version with similar capabilities, but a
larger size and more adult-oriented aesthetic.

Interaction to support motor function. During motor reha-
bilitation interactions, there are three primary catego-
ries of motion that we are seeking to drive: motions
that exhibit the range of motion of the patient, motions
that allow observation of the kinematics of the sub-
jects’ movement (what does the position vs. time profile
of motions look like), and bi-manual motions. It is
important that the patient understand what they are
being asked to do so that they can attempt the activi-
ties. Because different patients will be at different levels
of function, the pacing of activities has to be adjustable
to the patient on the fly. Ideally, the difficulty of activ-
ities should also be adjustable.

Because we are interested in upper extremity reha-
bilitation and demonstrating movements with a
humanoid robot, it is important that the humanoid
has arms. At a minimum, the arms need to be able to
perform shoulder flexion, shoulder extension, shoulder
adduction/abduction, shoulder internal/external rota-
tion, and elbow flexion/extension, these are the primary
motion planes affected by brachial plexus injuries. For
cerebral palsy, wrist supination and even hand manip-
ulation are relevant as well, but our clinical partners
have told us that useful testing can be done without
them.

With this platform, we plan for all interactions to be
seated, which means the humanoid should appear to be
seated as well. Although there are some exercises that
can be done with the legs while seated, the focus is
upper extremity work, and so legs are not critical.

Interaction to increase engagement. The literature supports
the idea that social robots improve engagement and
elicit social interactions that keep both pediatric and
geriatric patients engaged.21,28,52–54 In rehabilitation,
motivation is linked to motor function improvement,
thus we believe that the use of robots with the ability to
interact will be beneficial for patient outcomes. In
order to be motivational and build meaningful interac-
tions with subjects, the robot should appear friendly.

The humanoid portion of our system is designed to
interact with patients socially, and an important com-
ponent of social communication is facial expression.
The design of a face can affect the perceived trustwor-
thiness, likability, and friendliness of a robot.55 Speech
is also a necessary component for social robot
communication.

Robot as a peer. The goal for the robot is for the human-
oid to interact with the patient as a peer. The robot
should not act as a doctor, therapist, or nurse, but as a
friend who is playing games and doing activities. To
have mass appeal, the robot should be somewhat
ambiguous in its identity: for the system to be
approachable to a wide variety of patients, it should
not be strongly male or female nor be strongly of one
race nor creed. In order to avoid the uncanny valley,
the robot should not be overly human.

Ensuring that the robot is interesting, intelligent,
sociable, able to communicate, and helpful are impor-
tant. Engineers therefore must consider what parame-
ters are needed to ensure these features are realized. It
is important to highlight that none of this needs to be
authentic, the interactions can be a show, as long as
they are convincing.

Portability. In our new system, we aimed to reduce the
weight of the system and lower the center of mass. To
allow the system to be tested and used in different
locations, it needs to be portable without too much
difficulty. It should therefore be liftable by a single
person. Within the space which it is deployed, the
system should be mobile under its own power. This
allows the remote operator to move the robot without
assistance, which is important to the feasibility of tele-
presence to expand access to care. Mobility also
improves the sense of presence for the remote
operator.56

Easy setup. We received feedback from clinicians that
such a robotic system needs to be easy to setup.
Although this prototype is not envisioned for unsuper-
vised clinical deployment, ease of setup helps prevent
errors by reducing the cognitive load on the operators.
Additionally, because the robot is designed to work in
medical care situations, it must be easy to clean.

Modularity. It is important that the mechanical design is
modular at multiple scales. At the system level, the
humanoid needs to have a head, face, and arms that
can be modified and replaced. For the benefit of
research, this modularity allows the system to be used
as a platform for developing and testing a variety of
designs. For example, being able to add extra degrees
of freedom to arms, add lighting to the chest, or change
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the style of face is useful. Modularity is also useful for
repairability and upgradeability. At the platform level,
to test the efficacy of different systems, namely the
humanoid, it is important that they can be removed.

Remote operation. Given the goals of the system,
enabling remote operations and telepresence are clearly
necessary. It is important to demonstrate that the
telepresence-related technologies work well and reli-
ably, but the interface presented to the remote operator
does not need to be fully refined at the research stage of
development, so long as the lack of refinement does not
impair function.

For Lil’Flo’s intended uses, one hour of runtime is
required at a minimum, to allow the system to run for
the length of a study. For true clinical deployment, a
much longer run time would be desired. It is not nec-
essary for the robot motors to be particularly powerful,
as the system does not walk or lift anything other than
its own arms, relying instead on social interactions to
drive rehabilitation goals. It is important that they be
sized large enough that they do not overheat when
moving the arms.

Programmable by clinicians. Most interactions with this
prototype will be programmed and managed by
researchers, but both for their benefit and as a proof
of concept for clinician-controlled operations, it is
important that both programming and operation be
as simple and user-friendly as possible. From this,
direct constraints were developed for both program-
ming and operation: all operations should be done
through a single interface, and interactions should be
able to be developed through a graphical interface.
Similarly, it is important that the underlying code is
easy to understand and leverages existing frameworks
to enable future development. The end user should not
need to be aware of, competent with, or think about the
underlying code during operation.

It is important that users, whether clinicians or
researchers, do not need to install any non-standard
software. Many robotics systems use Linux-based soft-
ware. However, Linux is not well-received in healthcare
facilities. For general adoption of the system, the tech-
nology must be as easy as possible for clinicians to
learn to use and require minimal IT overhead.

Provide assessment information. An important component
of ongoing rehabilitation is continuous assessment.
Assessment allows clinicians to update the rehabilita-
tion regimen, help give ongoing instruction, and moti-
vate patients. We believe that one of the key use cases
for telepresence systems with social robots will be inter-
mittent assessments, while patients complete most of
their rehabilitation at home. Doing assessments

remotely is possible. The Shriners Hospital Upper
Extremity Evaluation (SHUEE)48 and Assisting
Hands Assessment (AHA)49 are two examples of
assessments that are done using recorded video.
Although recorded video can be used to perform
assessments, they are time-consuming and must be
graded by multiple clinicians to make assessments
objective. Clinicians whom we have talked to describe
having to watch videos multiple times to accurately
assess the patient. At the same time, many assessments
fail to be objective or gain a sense of objectivity by
significantly reducing the dimensionality of the test.
An overview of clinically relevant assessments of
upper extremity function are provided by Gilmore
et al.57 and Wagner et al.58 It is important that the
system we are building provides the infrastructure for
exploring remote objective assessment and that the
interactions which we design elicit actions that are
valuable for assessment.

Improve quality of interactions for patients. It is important
that all of the design is done with the goal of improving
the quality of interactions for patients. Improving out-
comes is important, but so is focusing on how the
patient feels during interactions. This is implicit in the
prior design requirements. Within the goals of increas-
ing motivation and engagement with SARs is a natural
goal that patients will enjoy the interactions more. The
added goal of Lil’Flo, above and beyond prior SARs
for upper extremity motor rehab, is to give patients
access to both the robot and clinician without needing
to travel as far as they might otherwise. The trifecta of
goals: better outcomes, enjoyable interactions, easier
access will enable a system which is patient focused.

The prototype of Lil’Flo

Figure 3 shows the current generation of the robot with
and without the humanoid. Since Lil’Flo is designed to
be relevant for upper extremity rehabilitation, it is
designed with an anthropomorphic form to allow the
system to demonstrate human motion naturally.
Because we are targeting pediatric patients, it has pro-
portions similar to those of a child through its arms
and torso, with a simple head, reminiscent of a toy,
giving emphasis to its face. The robot supports shoul-
der flexion/extension, shoulder adduction/abduction,
internal/external rotation, and elbow flexion/extension.
It is built using motors from an XYZ Robotics Bolide
robot. The shell around the motors is designed to make
the robot more aesthetically pleasing and structurally
sound. The robot is designed to be mounted onto a
mobile base on which it will appear seated.

The first step in designing the robot was to develop
sketches of what the system might look like. Sketches
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generally fell into the categories of spaceman, toy/doll,

and anime (Figure 4). As we continued to refine our

ideas, the three major design themes evolved into a

spaceman, animal, and child theme (Figure 5). We

worked to simplify these ideas, developing primarily

with the spaceman theme.
We felt that making a generic concept which still had

a geometrically interesting form would appeal to the

greatest number of people. The color scheme is primar-

ily white and black (Figure 6), providing good contrast

along the arms to easily see the components and dif-

ferentiate body parts. The goal of the neutral color

scheme is to give the system a neutral sentiment and

allow the face and motions to drive the emotional state,

as well as to prevent the robot from seeming to be from

any human group.

Body and arms

Lil’Flo uses motors, a control board, and the chest of

the XYZ Robotics Bolide robot, a commercially avail-

able, affordable, edutainment robotics platform

(Figure 6). The Bolide’s motors are serially controlled

and can provide digital feedback. However, the Bolide

is not appropriate for upper extremity rehab in its

native form, lacking appropriate placement of degrees

of freedom and having an exposed skeleton. To rectify

this, we have developed a custom exoskeleton for

Lil’Flo, which has a visually pleasing exterior, and is

designed to minimize weight and assembly steps, allow-

ing easy maintenance and experimentation on the

robot’s form (Figure 7). The shells have internal struc-

tures which give them rigidity while remaining light-

weight. The design leverages the rigidity of the motor

casings where possible. The motors are placed as high

up the kinematic chain as possible, one in the chest,

two in the upper arm, and one in the forearm, to

improve performance. The motors are fully encased

and pinch points are minimized. The hard exterior

makes it possible to wipe down the robot, but it is

not sealed to fluids or dust.
To produce a test ready system, the parts were 3D

printed in an ABS like material using fused deposition

modeling. The parts were sanded, filled with high build

primer, and painted with multiple coats of semi-gloss

paint. We felt it important that the parts look produc-

tion grade to prevent low quality fabrication from

being a confounding variable in testing.
The system of motors is controlled by custom soft-

ware, exposing it to the robot operating system (ROS).

The interface works over a serial connection to a

microcontroller which performs the real time opera-

tions to interpolate the motors over motions. The

microcontroller communicates with the motors via a

second serial connection. This allows the arm’s move-

ment to be captured, visualized, and controlled in ROS.
The Bolide system provides better than hobby grade

servos which are digitally controlled with integrated

low-level controllers and can provide feedback to the

higher level system. These motors were selected because

they are cheap, serially controllable servos that can

generate enough torque for our system (stall torque

of 25 kg-cm), sufficient to wave the arms around.

Head and face

Our second physical prototype for the head can be seen

in Figure 8. The prototype highlighted the importance

of having a screen on the face which shows only the

eyes and mouth while hiding the internal mechanics

and gave direction to the correct proportions for the

head. During prototyping, an informal straw poll

between a head with and without ears showed that

the ears were preferred, as they gave a sense that the

robot could hear.
The current head is broken into three major compo-

nents, a front shell with a translucent urethane panel,

the back, and an inner skeleton which holds the LED

matrices (Figure 7). The front and back sections con-

nect with a seam that follows along the back of the ears

and above the top of the head, making a clean line

Figure 3. Our second generation socially assistive robot with
telepresence, Lil’Flo, constructed using smart servos, a custom
frame, and a custom exoskeleton. On the right, the same system,
without the humanoid.
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which could be interpreted as a hairline. The head is
3D printed out of white ABS like material and sanded.

Because the face is often the center of attention for
human–human interactions, we want the flexibility to
alter the facial expression on the fly. Initially, LCD
screens were explored to create the face, but it was
challenging to get the geometry of the head and face
to work with a single large screen while being afford-
able and having a bright screen. LED matrices solved
these challenges. The primary compromises with using
LED matrices are that they are single color and have
low resolution. The other option for making a digital
face is to use a projection based system, as Quori
uses.59 The projection system can handle complex
geometries and provide good brightness. However,

fitting a projector and reflector in a small platform is
challenging and costly.

We ultimately designed a head with a dark translu-
cent face and variable brightness LED dot matrices
behind the surface (Figure 6). Three LED dot matrices,
one for each eye and one for the mouth, are controlled
from a Teensy microcontroller which provides power
to the matrices and communicates with them over
serial. The microcontroller then communicates with
the remainder of the system and receives power via a
USB connection. The LED matrices allow us to alter
the expressions of the robot while keeping the face
simple from an aesthetic and maintenance perspective.

To achieve the dark face, a translucent black ure-
thane screen is molded into a thermoplastic 3D printed

Figure 5. More refined sketches showing an animal, spaceman, and child theme.

Figure 4. Early concept sketches for the robot showing a spaceman like concept, a toy/doll concept, and an anime like concept.
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shell of the head. Molding is used rather than other
techniques to allow the screen to have a geometrically
interesting shape, with a curved forehead, and to allow
the piece to seamlessly exist within the rest of the head.
This is done by making a positive of the face and screen
together and pouring a mold to match it (Figure 9).
This yields a mold which fits the front of the face and
defines the shape of the screen (Figure 9). The 3D
printed face is then placed into the mold and a clear
urethane which has been mixed with a black colorant is
added (Figure 9).

By using a dark face, we provide good contrast to

the head with clean lines, highlighting the face as a

point of attention. The dark face also allows us to

hide the internal structure of the head while allowing

good transmission of light from the internal LEDs,

leading to good facial feature visibility.

Figure 7. The computer-aided design of the humanoid with a cutaway to show the internals of the arms and torso, allowing the
orientation of the motors to be seen, and head, allowing the internals of the head, including the display screens to be seen. The same
motors are used throughout the design. Wires are not shown. Fasteners are hidden in the cut out region.

Figure 6. A close-up shot of the Lil’Flo humanoid robot. The
color scheme uses white arms with black joints and a black chest.
The head is white, with a dark screen backed by blue LED lights
in a matrix.

Figure 8. The second physical prototype of the head for the
robot. The head is too wide for the body and the clear screen
exposes all the internal components.
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Finally, a series of patterns for the LED matrices

had to be designed. Eye and mouth proposals were

developed, taking inspiration from emoticons and gen-

eral facial expressions. These were distilled down to

mouth/eye combinations which we felt would be most

relevant to our use cases. Some of the eye sets are direc-

tional (i.e. able to look left, right, up left, down, center,

etc.), others only have a single direction.

Base

The base of the robot is built with an off-the-shelf

Kobuki mobile robot platform with a custom set of

risers to hold the computer, humanoid, cameras, and

screen. The Kobuki was selected because it is afford-

able and integrates well with the Robot Operating

System (ROS). It also provides mounting points to

build custom systems off. The structure of the remain-

der of the frame is constructed of MDF, which was

laser cut, glued, filled, smoothed, and painted. The

paint uses a primarily gray color in satin with blue

accents. There are three distinct areas of the base:

The first section is the bottom, which attaches to the

Kobuki, houses the computer, a USB switch, a battery,

and excess wiring. The bottom area also has mounting

holes that were used to explore camera placement. The

middle area mounts permanently to the base and holds

the humanoid. The humanoid hangs from this section,

held by gravity and friction, allowing it to be easily

removed. The middle area also houses the screen with

one of the cameras. The screen is held within a custom

3D printed casing that also provides a mount for a

camera. The top section is mounted to the middle sec-

tion using screws. This was added to the design based

on feedback from clinical partners to allow a better

field of view for cameras by getting them higher up.

The top section holds two cameras.
The base height was selected after some trial and

error to make a stable system. The middle of the face

of the robot is around 72 cm off the ground, the middle

of the screen is about 90 cm off the ground, and the

top of the robot is about 132 cm off the ground. For

interacting with people who are sitting, this produces a

system which is low to the ground, but higher than a

Nao robot on the ground which has been used in mul-

tiple other SAR focused rehabilitation studies. When

sitting, we have found these heights to be on the short

side of comfortable for an adult. We did not want the

humanoid to tower over a subject and because the

system is designed for children, being on the shorter

side may actually be an advantage.

System architecture

The entire system runs on an Intel NUC with a solid

state drive and 16 gigabytes of RAM. Connected to the

NUC are a pair of Intel RealSense D415 cameras and a

USB 3.0 powered hub (Figure 10). The hub is con-

nected to a 180 degree fisheye camera by ELP, a

small speaker which uses USB for both power and

input, a touchscreen panel, the robot’s face, the

robot’s body, and the Kobuki base. The NUC is also

connected by HDMI to the touchscreen panel. The

screen is a 7 inch 800� 480 pixel TFT screen with a

resistive touch overlay. The screen is driven by a

driver chip, which provides the HDMI and USB inter-

faces. The NUC has a dual microphone array built

into its front panel, which is exposed through the

robot base.
Audio is captured by the microphone array built

into the NUC. Because the NUC is placed about

half-way up the base, this provides reasonably good

sound quality. Audio for Lil’Flo’s voice and the

remote operator are provided through a speaker

behind Lil’Flo’s head. The remote operator is shown

on the TFT display.

Cameras. Video is captured by two Intel RealSense

cameras and a fish-eyed camera. The Intel RealSense

D415 cameras are used because they give reasonably

Figure 9. On the left, making a mold to make the face screen. In the middle, the completed mold for the face screen, which is used
to mold the translucent front screen. On the right, the translucent front screen being molded into a prototype 3D printed model of
the head. The material being used is a clear urethane with black colorant added.
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good depth results, when compared to similar cameras,

but do most of the processing on board. They are low-

cost, low-power consumption, light-weight, compact,

and have a minimum z-range less than 0.3m. Because

the RealSense cameras use true stereo, they can tolerate

uses in environments with multiple other cameras and

with strong infrared light, such as near windows. The

D415 places all of its imagers on a single rigid plane,

allowing them to stay calibrated to each other. The

sensors use a rolling shutter, but for low speed

human tracking, that is sufficient. Because of the rela-

tively narrow field of view for each sensor, they have a

small angle between each pixel, giving fine resolution,

which is useful for pose tracking. They also use

RGBþIR sensors for their depth stereo pair, allowing

them to more easily find features in color rich

environments.
A challenge of building the system was getting cam-

eras placed in such a way that they could see the subject

at a variety of distances. In order to tolerate both full
range of motion activities and activities touching the
robot, across a range of ages, the field of view needed
to be broader than what one camera could provide. We
initially placed one camera above the screen and one
lower on the base to serve the two different fields of
view. However, looking at peoples hands from below
was awkward for analysis and even more awkward for
people interacting with the robot (Figure 11, first
image). We explored placing two cameras above the
screen, but that did not give good coverage of the
space where people would be touching the robot,
both near their hands and head (Figure 11, second
image). During a demonstration, our clinical partners
suggested that we needed a larger field of view than we
might expect to accommodate the mobility of children,
even when seated. They recommended we move at least
one camera higher up or behind the robot. To accom-
modate this, we designed an additional mast for the
base which screws on. The mast adds 29 cm of
camera height from the top of the screen. At the
same time, testing with the RealSense cameras had
shown them to be good for interactions with a single
person, but did not provide sufficient situational
awareness for driving or when additional people to
the side of the robot tried to interact. So we added a
fisheye webcam quality camera from ELP. We exam-
ined placing all cameras at the top of the mast, which
allows for easy image stitching, but does not provide an
expanding field of view at distance, nor does a good job
of covering the head area for tall subjects close to the
robot (Figure 11, third image). We settled on placing
the fisheye camera at the top of the mast with one
RealSense camera and the other RealSense above the
screen (Figure 11, fourth image). This configuration
gives good coverage of the arms and hands for inter-
actions close to the robot from the RealSense on the
mast, good coverage of subjects at distance for full arm
range of motion activities, with the ability to back up to
scale the field of view to the subject, and good general
visibility through the fisheye camera. The downside of
this configuration is that there is a blind spot between
interactions which are near and far away and the
images would be challenging to stitch together, so
must either be treated separately or brought together
as point clouds. Because of this, we chose not to syn-
chronize the cameras, which is a feature available in the
D415. Synchronizing the cameras can place more load
on the processor and USB bus, but is desirable if
images are being stitched together.

Software

Figure 12 describes the software stack. The entire soft-
ware stack is built to interface with the Robot

Figure 10. The system’s primary components. The NUC has
two USB 3 ports on its back panel as well as a Thunderbolt/USB
3 type-c connector, a HDMI port, and a power port. The
RealSense cameras are each connected to an independent USB
port to guarantee that they have sufficient available bandwidth. A
powered USB hub is connected to the type-c port. The USB hub,
NUC, and motors within the humanoid are all powered by a
MAXOAK 185Wh/50,000 mAh battery. The screen uses a USB
connection for both power and to provide touch input to the
computer. The Kobuki base is only connected via USB. It main-
tains an independent power system. The microphone is built into
the NUC and so not shown. The speaker, face, and fisheye
camera all use USB for both power and data.
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Operating System (ROS).61 ROS was selected because
it has become the de facto standard for robot integra-
tion. By using ROS, the development of the system can
take advantage of a significant amount of work which
has been done by others and help contribute compo-
nents to the community. ROS also provides an opin-
ionated and easy to use system for integrating complex
systems. The software stack which we have developed
is separated into a series of different components. This
infrastructure also makes it relatively easy to operate in
a simulation mode for development and testing. The
robot currently runs on Ubuntu 16 with ROS Kinetic
and the development machines on Ubuntu 18 with
ROS Melodic.

Our system primarily uses a plays and scripts style of
operating under traded control,62 allowing the operator
to easily manage the complexity of the system. This
comes with somewhat limited control from the opera-
tor, which is mitigated through options to control the
system more directly as explained below. Although we
have seen a lot of progress towards it, autonomy
remains out of reach for reliable human–robot interac-
tion, so using human-in-the-loop systems can allow
complex applications like ours to be feasible.62 The cli-
nician can provide perception and reasoning that a
robot cannot yet provide.

The face is controlled by a pair of ROS nodes, one
for handling the serial interface with the Teensy micro-
controller mounted in the head and one for handling
the face state and commands. The control node exposes
a series of services which allow the face, brightness, and
eye direction to be set, as well the available faces to be
requested. When there is a change made to the active
face, the control node publishes the new state. The
available faces and eyes are stored in a JSON file.
When the system is in a simulation mode, the control
node runs alone.

There is a single node to interface with the human-
oid. It communicates over serial, with the microcon-
troller located within the humanoid, based on the
XYZ robotics software. Individual poses are loaded
from the computer onto the microcontroller to build

a dictionary of available poses, and then sequences are
loaded as matched pairs of pose IDs and times. The
ROS node exposes an action server which receives a
series of joint targets which define either a single pose
to move to or a series of poses to move through.
Sequences of poses are interpreted to create linear
motion in joint space between successive targets on
each joint. So if the left arm is commanded to a posi-
tion at one second and five seconds and the right arm is
commanded to a position at two, three, and five sec-
onds, the left arm will interpolate from its position at
start to the first position at one second and from there
to the second position at five seconds, ignoring the
joints on the right arm, which will be interpolating
independently. By using repeated targets, this gives
complete flexibility of motion. For example, if the left
arm and right arm should move together to one second,
the right arm should move to another pose by three -
seconds while the left arm stays still, and then both
arms should move together to poses at five seconds,
then right arm would be given targets for its first
pose at time one second, second pose at three seconds,
and third pose at five seconds while the left arm would
be told to go to its first pose at one second, its first pose
again at three seconds, and its second pose at
five seconds.

There are a series of software checks which ensure
that the commands are delivered successfully to the
microcontroller. Once the sequence is successfully
sent, the action server provides feedback to the calling
system on motion progress. In addition, the robot pro-
vides frequent status updates to the controller on the
current position of the arms, which the control node
publishes. These messages are used to maintain the
state of the robot and to allow the poses to be saved.

There is a core package which handles launching the
entire system, maintaining a database for the robot,
and running games on the robot. The database stores
poses, sequences of poses, utterances (things the robot
can say), and game buckets in a SQLite architecture.
JSON is used to expand the standard SQLite data types
to handle arrays of various types. The poses are stored

Figure 11. Four different configurations for the cameras. The gray areas show the field of view. In all configurations, two Intel
RealSense D415 RGBþD cameras are included. In the last two configurations, an ELP 180 degree fisheye camera is also shown. The
depth cameras have a red area shown, which shows an area where depth cannot be recovered. There are two sizes of example
subjects shown, an approximate small six year old and an approximate large eleven year old.60
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with an id, description, and joint name/angle pairs. The

poses are side agnostic and can be selected for either

side by consuming applications. The pose sequences are
stored with an id, description, sequence of times, tar-

geted arms, and pose ids (references to the poses table).

Access to the database is exposed through a series of

services which perform error checking on row creations

and modifications. The database can be searched or

directly indexed and modifications can be made

through direct index.

Image and audio capture. Data is read from the

RealSense cameras using the ROS RealSense package,

which generates output seen in Figure 13. We use the

D415’s onboard vision processor to generate depth

data and only publish the depth and color feeds. This
saves bandwidth and processing power. The depth

feeds run at 1280� 720 pixels, which is the value rec-

ommended for pose extraction by Intel. The color feeds

also run at 1280� 720 pixels, which is less than their

maximum 1920� 1080, a compromise to save proces-

sor overhead and storage space. All feeds run at 30

frames per second. We do not align the depth to the

color or generate point clouds at the time of capture, to

minimize processing. These steps are completed as part

of a post processing pipeline.
The fisheye camera video is captured using the vid-

eostreamcv package, which was the only available

package for webcam/usbcam capture that did not

require significant modification to other software run-

ning on the computer and which ran at the full 30

frames per second. The fisheye camera runs at

640� 480 pixels. It is capable of running at up to

1280� 1024, but the quality of the imaging optics are

not sufficient to justify the compute and storage costs

of running at that higher image size.
There is an image processing node for each color

video feed which downsamples and republishes the

feed at a lower resolution, 300� 168 pixels for the

D415s and 320� 240 pixels for the fisheye camera.

All cameras are also throttled to 15fps in the down

sampling pipeline. This allows the feeds to be sent to

the web interface at a lower resolution, saving encoding

processing and bandwidth. The full resolution and

frame rate feeds are saved in bag files for future

processing.
There is a node that runs to capture audio. This

node simply captures audio from the microphones

and publishes it within the system.

Speech synthesis. There is also a speech synthesizing

node. The robot’s voice is synthesized using Amazon

Polly through the AmazonWebService(AWS)

RoboticsTTS-ROSpackage. Other methods of synthe-

sizing voice were considered as well, including solutions

from Microsoft Azure, Google Cloud Platform,

Nuance, Voicery, and Acapela. We chose the AWS

solution because it is low cost, with zero startup

Figure 12. The nodes and their connectivity running on the robot. The entire stack is extremely complex, with many messages
passing between nodes, so here we are showing a simplified “logical connection map”, omitting the connections to the recording
system, which records from nearly every node, and hiding the intermediate servers along connections between the robot and
operator’s interface.
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costs, flexible, produces high quality utterances, has a

rich API, and had the extra ease of a preexisting ROS

integration.
Settling on using the AWS Polly system, we chose

the Salli voice. Initially we used the Ivy voice, but with

time, found it to be overly childlike, somewhat annoy-

ing, and difficult to understand for some team mem-

bers. The Salli voice is warm and soothing, easy to

understand, and weakly aged. In order to allow the

system to perform in challenging network situations,

we modified the AWS ROS TTS node to incorporate

caching, caching audio files to the disk with a separate

SQLite database to maintain references.

Robot exercise games. There are currently two exercise

game types implemented, a Simon Says game type

and a target touch game. In Simon Says, the robot

first reads out a set of instructions, which inform sub-

jects that they should do what the robot says and does

if it says Simon Says. It then demonstrates steps for the

subject to perform, giving them instructions on what to

do. For example, “Simon Says touch the top of your

head with your right hand”. Thirty percent of the

actions are repeated without a “Simon Says” com-

mand. The order of the steps is randomized. In the

target touch game, the robot moves its hands to differ-

ent poses asking subjects to touch the colored dot on

the robot’s hand with a specific subject hand ten times.
The custom game runner manages the operation of

games. Games exist in two parts: a game type and a

game bucket of steps. Game steps can be either a pose

to move the left arm to, a pose to move the right arm

to, a pose to move both arms to, or a sequence of

poses. In all cases, the target is a reference to a database

object, either a pose or a sequence. Each step also has

text associated with the step and an optional time

parameter which can be used to set the length of time

the robot should use to reach a pose or modify all the

times in a sequence to complete the sequence in the

specified time. The games are abstractions in code

which are given a bucket of step definitions and

return a sequence of actions with the fully expanded

pose or sequence as a series of joint targets with times

and a speech component. This allows additional games

to be added as simple middleware with a clear API and

no need to think of the underlying robot mechanics.
To begin a game, any other node can send the game

runner a message to load a game of either Simon Says

or target touch, with a bucket of steps. The game

runner processes the game and waits for a command

to begin. The game runner publishes two topics, one

for feedback and one with command options and lis-

tens for commands. The commands can include: start

to begin the game, next to go to the next step in the

game, repeat to repeat the prior step, congratulate

which will make the robot say a congratulatory sen-

tence randomly selected from a bucket of options, try

again which will make the robot say an utterance from

a bucket of options that communicate that the subject

should try again and then run the prior step, quit game

Figure 13. Example output from the RealSense D415. On the first row, the upper camera looking down on a hand touching the
robots hand. On the bottom a person touching their head, captured by the lower RealSense. On the left are visualizations of the depth
data and on the right the color images. The demonstration subject is a member of the research team.
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which will exit the currently running game, and finish

game which exits the game upon completion.

Remote operation. The entire system is designed to be

controlled remotely. This is done through a custom

web interface (Figure 14) written in typescript, using

React. The web interface uses the rosbridge suite on

the robot to gain access to actions, services, and

topics provided by the rest of the stack, the tf2 web

republisher to get access to the transformations which

define the robot, ros3djs to show a rendering of the

robot, and WebRTC ROS to send video from the

robot to the web and back, all from the Robot Web

Tools project.63 Sitting between the robot and the front

end is a custom server stack running on NodeJS with

PostgreSQL, Redis, and NGINX, all within Docker

containers. The server manages logins and access to

the robot and passes data between the web interface

and robot.
At the top of the interface is an area which shows

outputs to the operator: the three video feeds from the

robot, the video feed of the operator which is being sent

to the robot, the rendering of the robot’s pose, and

system stats for the robot’s computer. This allows the

operator to see where the robot is. The downward

facing camera provides a good view of ground

obstacles and the fisheye camera allows a wide field

for situational awareness. The rendering of the robot

state is done from sensors in the motors, not from the

planned state, so it provides quality feedback to the

operator. The system stats are important, especially

the network stats, for working over telepresence,

where driving out of network range can leave the

robot stranded. All the video is transferred using

WebRTC and the video of the operator is captured

using the browser based getUserMedia stack.
There is then an area of controls for the robot. There

is a button to relax the motors, which is useful for

programming poses by moving the robot in person.

The drive console presents a circle for the different

directions the robot can drive, the user clicks with

their mouse to drive the robot. The games module

Figure 14. The web interface for controlling the robot. On top are the two video feeds from the RealSense cameras, the feed from
the fisheye camera, and the feed from the local camera. There is a rendering of the robot in its current state and system stats for the
robot computer showing the CPU utilization, memory utilization, hard drive utilization, network quality, and network signal strength.
Below are modules for driving the robot, running games, making the robot speak, controlling the robot’s face, saving and running
poses and sequences, creating game buckets, and manually moving the robot. Not shown: a number of the buttons for saving and
loading provide pop-ups with further options to achieve functionality. The operator and demonstration subject are both members of
the research team.
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connects to the game manager to select games and run
them by dynamically displaying the available game
commands and sending them back to the server. A
speech module allows the user to arbitrarily type
speech for the robot to say, save speech which the
robot has said, and select prewritten text. The faces
module allows selection of the stored faces, shows the
currently displayed face, allows the brightness of the
LEDs to be set, and allows the direction of the eyes
to be set. The poses, list of moves to make, and sequen-
ces modules all work together to define new poses
based on the current robot’s pose and define, edit,
and run sequences as a list of poses with targeted com-
pletion times and arms. The game buckets module
allows the user to load game buckets for editing or
create new game buckets. Finally, the move to a pose
module allows the remote user to manually move the
robot through software, this is useful for training new
poses in simulation.

To display the video from the operator on the
robot’s screen, a small custom program was built
which displays the remote video topic using OpenCV.
The display runs full screen and on top of all other
windows, ensuring that the experience for the patient
is not disturbed by pop ups or notifications.

ROS is used to launch the system through a cascade
of launch files. There are two entry points to the launch
chain, one to run in simulation and one to run on the
robot. The simulator launch file simply launches the
standard stack with some added parameters. In prac-
tice, the system is started by running a script on the
robot (which runs on system start) that starts tmux,
starts a roscore, launches the system, starts the connec-
tions to the web server, and starts convenience panes to
allow setting the robot’s volume, monitoring detailed
performance, and setting the default audio device. At
that point, a user need only login to the website hosted
by the web server and select the robot to control (from
the ones which they have been granted access to), and
they are ready to operate the robot. For lower level
administrative access, system managers with appropri-
ate access can ssh into the robot and view the status of
the internal system directly.

Communication security. Although this is still a research
platform, it is important to ensure that data which is
being transmitted is protected, both for the protection
of study participants and to demonstrate feasibility.
The system uses industry standard security practices
to ensure the protection of remote connections. The
entire remote interface is served over an HTTPS con-
nection. The servers hosting the system are protected
with passwords and firewalls. Users login using pass-
words which are stored in a database as salted hashes
using bycrypt. All video communication is done using

WebRTC which is encrypted end to end and cannot be

read, even if intercepted by a third party. The messag-

ing needed to initiate the WebRTC connections is done

using encrypted web sockets. These layers of security

ensure that video and audio which are transmitted

between the remote operator and the robot are visible

only at the robot and by the operator.

Data collection

All relevant data is recorded in rosbags, this includes all

the video feeds and their respective information, all the

commands to run the robot which operate via ROS

topics, the mobile base information, the robot pose

information, and logging output. The rosbags are

split every one minute to keep them small and prevent

loss of data from corruption at system startup and

shutdown. Recording data remains a challenge.

Recording the image streams in their raw format

leads to large bag files, approximately 18 GB per
minute. If the image streams are recorded in their com-

pressed format, the bag files are around 3.1 GB per

minute. If further lz4 compression is used during

recording, the bag file size is about 2 GB, however

compressing the depth images costs significant process-

ing power, leading to dropped frames. If the video files

are recorded compressed, but the depth is left uncom-

pressed, the size is about 4.3 GB, even with lz4 com-

pression. Our current system has approximately 2 TB

that can be devoted to bag storage, meaning that we

can store approximately 110min of data using raw

video streams and raw depth streams. For research

purposes, this is sufficient. Although using compres-
sion allows storing more data, it has proven to lead

to unreliable recording.

Interaction

Using all the tools outlined above, we can construct

how an envisioned interaction proceeds. In order to

use the robot, the robot must be turned on, which

launches the software stack. A remote operator can

then login to the website, select the robot, and connect

through their web browser. The operator can then nav-

igate the robot to the patient and introduce themselves
and Lil’Flo. The operator can ask the patient if they

want to play a game with Lil’Flo, select a game type,

and select a game bucket relevant to the patient. As the

patient plays the game with Lil’Flo, the operator has

direct control of the progress of the game, it is a single

button click to go to the next step, repeat the prior step,

and/or give feedback. The operator retains the flexibil-

ity to type in custom text for the robot to speak and, at

any time, send the robot to a different pose to probe

the patient further. As the patient struggles or does
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well, the operator can change the face on the robot to
express empathy for their struggle and joy for their
success.

As interactions progress over time, the operator may
choose to modify the game buckets available for differ-
ent patients. All the while the system will be collecting
and logging data on the interactions and how the
patients are moving.

Design evaluation

As we have progressed through the design process, we
have evaluated the success of our designs against our
design requirements.

Upper arm workspace evaluation

To understand the viability of the new arm design, the
range of motion of the robot’ joints were measured
using the encoder built into the motors. The arm
motions were compared to standard human joint
range of motions for the shoulder and elbow.
Measurements from the constructed robot of range of
motion show shoulder flexion: 3.6 radians, shoulder
extension: 3.9 radians, shoulder abduction: 3.0 radians,
shoulder adduction: 0.1 radians, shoulder internal rota-
tion: 2.4 radians, shoulder external rotation: 3.2 radi-
ans, elbow flexion: 1.5 radians, elbow extension: 0.68
radians. The limits are imposed by both physical con-
tact between components and length limits on the wires
connecting the motors. The range of motion of the
arms provide coverage of human range of motion
except for shoulder adduction and elbow flexion.
Elbow supination and pronation are not present in
the design, nor are any wrist motions. The shoulder
internal/external rotation is done near the elbow
joint, instead of near the shoulder. We believe that
this is sufficient to meet the mechanical requirements
for creating interactions to support motor function.

Face expression evaluation

To test the head alone, we isolated it from the body and
presented it to 10 healthy subjects. The results are
reported fully in our prior publication.64 The robot
acted in a static mode, dynamic mode, and an iterating
mode. Subjects first experienced the head/face in both
the static and dynamic modes, while being asked ques-
tions about it, both open-ended and on a Likert scale.
The subjects were then shown all the faces on the robot
and gave the first thoughts that they had. The ques-
tions comparing the various face designs and some of
the open-ended statements were particularly interesting
and helped guide the final design of the robot.

Based on the results we culled the set of faces which
we had developed down to a final set, shown in

Figure 15 which clearly showed an emotion. The data
suggested that a limited face, like the ones shown, can
convey gross emotions clearly.

From the open-ended questions during the inter-
view, a number of important points were made. The
electronics on our system suffered from interference,
which caused some flickering in the eyes and face.
The subtle flickering was enough that a number of
subjects mentioned it as being detrimental to their
interaction with the robot, leading to a redesign of
the power system to use higher quality wires in twisted
data and power pairs with quality connectors going to
the microcontroller and matrices.

Demonstrations of robot. We have used the robot for
demonstrations to multiple hundreds of children, typi-
cally functioning, as part of outreach efforts, and they
often respond to the face. When the face changes from
being happy to sad, there is often an audible “awww”
from the audience, indicating that there is some empa-
thetic connection with the robot or at the least an
understanding of the emotion the robot is conveying.

Overall hardware and software

We achieved a low cost system. The total cost of the
system is much lower than our previous iteration. The
motors cost about $400 USD, the computer cost a total
of $600 USD, the battery cost $130 USD, the Kobuki
base cost $500 USD, the pair of RealSense cameras
cost $300 USD, the fisheye camera cost $45 USD,
and the screen and controller cost $78 USD. There is
also a cost for the various cables, primer, raw materi-
als, and paint used. Many of the parts were either laser
cut or 3D printed, which is not cheap. If these designs
were to be fully translated, these components would be
cheaper and higher volume production techniques
would be used.

The current hardware design and software integra-
tion effort is a significant improvement over our prior
design in terms of robustness and modularity. The
humanoid, which is the central component of the
system is much more robust and more modular than
our prior system and easier to maintain. In over a hun-
dred hours of testing, its motors have never failed from
over heating. However, the motors used suffer from
communication challenges and in a future iteration
should be upgraded. Future directions would improve
the motors and allow for more robust, faster, and mul-
titasking communication over the USB. Another
achievement is a long run time for experiments. The
system easily runs for one and a half hours when all
systems in the stack are running and an operator is
connected. Internal storage limits how long the robot
can capture data.
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We have achieved a lightweight and portable system.

Given the building materials, the system is light weight

at only 9.8 kg and portable. It can be easily carried by

one person, although its height can make it awkward.

One future desire is to investigate the impact of the

height on patient’s trust: would a shorter system may

make the patient feel more confident or would being

taller may make the patient more likely to listen to

instructions.65

The software stack we have developed enables tele-

presence and remote communication. The web inter-

face does a good job of controlling the robot and

demonstrating how easily such a system can be con-

trolled. Although useful for rapid development, using

ROSBridge to communicate over a network outside the

robot is non-ideal, preventing scaling and redundancy.

Although the use of ROS presents some challenges for

security and efficiency, it allows the system to be built

upon and iterated. By using an on robot firewall and

secure server for communications, security challenges

have been addressed.
Driving can be challenging for a first time user, but

the final set of camera positions does not make it overly

onerous. For long term deployment, autonomous nav-

igation would be preferred, the combination of ROS

and the RGBþD cameras should make the addition of

that functionality possible.

Virtual usability testing

To begin to understand how therapists might receive

Lil’Flo and how they would expect it to impact the care

of their patients we surveyed 13 clinicians who work in

rehabilitation and have seen Lil’Flo in person in an

urban setting in Pennsylvania. The survey was

conducted as part of a study approved by the
University of Pennsylvania Institutional Review
Board. The survey asked a series of demographic ques-
tions, questions on COVID-19 and rehab, and experi-
ences with telehealth. The survey then presented a
video overview of Lil’Flo (https://youtu.be/
OHybatsjzog) to remind respondents of the system’s
features. Respondents then answered a series of ques-
tions on the utility of Lil’Flo.

We received responses from eight physicians in

physical medicine and rehabilitation, one physician
who is a consult from medicine, one physical therapist,
two occupational therapists, and one clinical neuropsy-
chologist. Respondents have a minimum age of
26 years and maximum of 68 years with average
35.8 years. They range from 1 to 17 years of experience,
averaging 5.9 years of experience. Eight respondents
are female and 6 male; 12 have worked in a rehab
center, 4 in an outpatient facility, 6 in an inpatient
facility, 3 in a hospital for children, and 5 in a general
hospital.

The clinicians were asked to respond to three ques-

tions about the robot: (1) “How interested would you
be in using the Lil’Flo system?” on a scale from “Not at
all interested” (0) to “Very Interested” (100); (2) “What
locations do you think Lil’Flo could be deployed in?”
as a multiple choice question with the 10 possibilities:
rural outpatient clinics, rural inpatient clinics, elder
care facilities, schools, patient homes, community cen-
ters, urban inpatient clinics, urban outpatient clinics,
none, or other; and (3) “Which types of activities do
you believe you could do with each type of tool?” with
three tools: non-video remote interaction, video-call
remote interaction, and LilFlo remote interaction,
across 11 activity types: motor assessments, stretching,

Figure 15. Faces which we found had clear expressions of emotion to subjects in our pilot study. (a) Default neutral happy, (b) non-
default happy, (c) mischievous, (d) jovial, (e) surprised, (f) sad, (g) sad, (h) sad, (i) upset, very sad and (j) dead.
Source: reproduced with permission from Sobrepera et al, 2019.64
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strength building, ADL practice, cognitive assessments,
cognitive exercises, environmental adaptation, orthot-
ics assessment/prescription, discussions about surgery,
discussions about radiology results, and medical pre-
scriptions. For question 3, clinicians could elect to say
that the activity was not possible remotely.

When asked “How interested would you be in using
the Lil’Flo system?” on a scale from “Not at all inter-
ested” (0) to “Very Interested” (100), using a continu-
ous slider, six responded with a value greater than 50
(Figure 16). For a novel technology, we find these
results encouraging.

When asked “What locations do you think Lil’Flo
could be deployed in?” as a multiple choice question
with the 10 possibilities shown in Table 1, the clinicians
selected rural inpatient clinics at the highest frequency
with 10 responses followed by elder care facilities with
9 responses. It appears the clinicians see the utility of
Lil’Flo for serving rural communities. Interestingly,
although Lil’Flo was designed for pediatric patients,
69% of the clinicians viewed Elder care facilities as a
location where Lil’Flo could be deployed. When
Lil’Flo was initially conceived, inpatient urban clinics,
where 62% of the clinicians believed Lil’Flo could be
deployed, where not considered a target. However, as
COVID-19 has changed the nature of medicine, there
may now be a stronger argument for deployment in
areas where travel is not a concern.

Finally, when asked “Which types of activities do
you believe you could do with each type of tool?”,
Lil’Flo was selected more often than traditional video
based telepresence for motor assessments, stretching,
and strength building (Figure 17). These are the three
activities presented which most closely align with the
rehab goals Lil’Flo is designed for. For each of these
three types of activities 3–4 of the clinicians indicated
that they could not be done remotely. This indicates
that these tasks are challenging remotely, and perhaps
serves as validation towards working on these issues.
Orthotics Assessments/Prescription was rated by seven
of the respondents as not being possible remotely,
which makes sense given the hands on nature of that
task set. For prescribing medicines, discussing surgery,
and discussing radiology results, one more clinician felt
that traditional video would be better than Lil’Flo. It
isn’t clear for these cases how the Lil’Flo system would
be different than traditional video, although the
humanoid is not designed to add value to these types
of interactions. Traditional video was also rated as
being usable for environmental adaptation by two
more clinicians than the Lil’Flo system. This makes
sense, given that carrying around a video interface for
environmental adaptation is likely easier than a driving
robot. For ADL practice an equal number of clinicians
felt that Lil’Flo and traditional telepresence would be

usable. We had expected that Lil’Flo would receive

more positive responses than traditional telepresence

for this category. And finally, for cognitive exercises,

one more clinician felt that Lil’Flo would be usable

compared to traditional telepresence, perhaps suggest-

ing a future direction of investigation.

Comparison to existing systems

Compared to existing systems, Lil’Flo offers a number

of unique attractive characteristics. Compared to the

Nao based systems, the humanoid component of

Lil’Flo has an expressive face, it is light weight, easy

to maintain and modify with few parts outside of the

motors, and easy to integrate into a larger ROS based

system. More generally, the entire platform presents a

novel concept, using social robots to augment tele-

health. This stands in contrast to existing systems

which are meant to either interact with the patient

and therapist together or interact with the patient

alone. The platform is also differentiated in that it car-

ries its cameras on board. Many other systems require

an external camera.

Figure 16. Ratings by clinicians on how interested they would
be in using Lil’Flo, from not at all (0) to very (100). Shown as a
violin plot on top with actual responses as dots and a boxplot on
the bottom with mean shown as a diamond.

Table 1. Responses from 13 rehab clinicians to the question
“What locations do you think Lil’Flo could be deployed in?”
when presented with the shown 10 options.

Clinical locations Count of responses

Rural inpatient clinics 10

Elder care facilities 9

Rural outpatient clinics 8

Urban inpatient clinics 8

Community centers 6

Urban outpatient clinics 5

Schools 4

Patient homes 3

None 0

Other 0
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Future work

We are beginning to test the system with CP, BP, and

typical subjects. Subjects play a Simon Says and target

touch game in three conditions: the social robot with

telepresence, the telepresence system without the social

robot, and in person face to face with the operator.

Subjects are assigned an order of conditions in a

block random fashion. In all conditions the same

games and script are used. Subjects are measured

using a box and block test, grip strength test, and

color trails test. Surveys and video grading, both auto-

matic and manual, are being used to measure subject

engagement, enjoyment, understanding, and compli-

ance. The data which is collected will be used to help

develop automated assessment tools.
In addition we are working on a pilot deployment

study with the system where clinicians will operate the

robot to interact with their patients. They will use the

robot to play one of the existing games and then do

activities which they would do during a normal inter-

action, using Lil’Flo. Both the clinicians and the

patients will be surveyed to understand the quality of

interactions from both sides.
There are a number of changes which we have

planned for the system. We want to improve the

mechanical design inside the head of the robot to

make it more stable, improve the tint of the screen,

and improve the finish of the head’s printed

parts. We would like to eventually switch to using

dynamixel motors within the arms to improve their

controllability. Doing so would also make it easier to

add lighting in the body and arms, which could run

off the dynamixel bus. We would like to use a larger

screen, which would also require a more capable base,

and would likely come with an increase in system size

and cost.
As the system continues to mature, we expect

to automate more of its functionality. The plays

and scripts model used currently is sufficient for

research. However, we expect to find clinicians wanting

the system to handle more of the control load.

The pilot deployment study we are working on will

provide clarity on this. In addition, further automation

will allow the system to be more robust to network

disturbances by allowing interactions to continue

more smoothly during communication dropouts.

Automation could potentially further improve access

by allowing one clinician to simultaneously treat mul-

tiple patients with the robot running autonomously

while the clinician moves from patient to patient

virtually.

Ethical considerations

Increasing autonomy of robots in healthcare settings

often raises ethical issues. In general there are questions

about the biases implicit in data based algorithms that

will eventually drive most robots.66 And some are con-

cerned that robots will displace healthcare workers or

simply be a distraction to care.67 However, failing to

use robotic technologies to improve patient care could

be considered irresponsible and in itself presents ethical

concerns. The Lil’Flo robot described here melds tele-

presence, robotics, and computer vision to allow more

patients to access healthcare while promoting patient–

clinician interactions. In doing so, we hope to address

some of the shortage of clinicians and caretakers in the

Figure 17. Clinical activities which 13 clinicians selected when prompted with: “Which types of activities do you believe you could
do with each type of tool? Non-video remote communication includes: phone calls, text messages, email, instant messages, and other
types of communication which allow you to interact with patients from afar, without using video”.
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rehab and care spaces. In view of the growing shortage
of rehabilitation healthcare workers, we believe these
technologies offer a solution to clinicians to help clini-
cians avoid compromising care as populations in need
of care grow.

Beyond the ethics of care, in the current climate of
growing concern over personal security and privacy
there is concern that collecting, aggregating, and learn-
ing from large amounts of subject data could make
some subjects uncomfortable and their data vulnerable
to hackers. It is therefore imperative to both commu-
nicate clearly to subjects/patients what is being collect-
ed and how it is being used as well as taking every
precaution to safeguard any data which we have. It is
not however clear how to safely share data within the
research community to accelerate development. In gen-
eral, Human Subject Ethic Committees do not allow
the publication of identifying data. To address this
challenge, we ask all of our subjects for media and
information releases above and beyond what is includ-
ed in the standard consent. Subjects are welcome to
participate in the study without agreeing to such
releases. If they choose to opt-in, then their data will
be compiled into a data set which can be released to
other researchers to help accelerate development of
novel algorithms. Balancing the competing needs of
privacy and compliance against research progress can
be difficult, but is important.

Discussions around the ethics in these spaces are
growing as media coverage grows. It is important
that roboticists and clinicians think about the ethical
issues implied in the technologies which they are devel-
oping and using, try to understand the feelings of their
subjects and patients, and be present in the public dis-
cussions on these issues.

Conclusion

We have created a telepresence robot which can inter-
act with patients in the communities where they live,
learn, work, and play. To help bridge the gap between
telepresence interactions and in person ones, we have
attached a humanoid robot to our system. The human-
oid can play games with patients and demonstrate
movements to them, as a peer. This is designed to
engage subjects and help them better understand the
activities which they need to do, while keeping the cli-
nician closely involved.

Compared to other systems which are available and
described in the literature, we believe that our system is
unique. It addresses the challenges which we set out to
tackle and will enable us to examine how telepresence
and social robotics can be used together for telerehabi-
litation. In a small survey of a cohort of clinicians who
have seen Lil’Flo in person, clinicians expressed their

belief that Lil’Flo could be deployed in rural inpatient
clinics, elder care facilities, rural outpatient clinics, and
urban inpatient clinics. The clinicians were on whole
non-negative in their interest in using Lil’Flo. And
finally, the clinicians believed more frequently that
Lil’Flo could be used for motor assessments, strength
building, and stretching than traditional video based
telepresence. Testing for more thorough validation of
the system is underway.

Interested researchers can view the code to run the
entire system at https://www.med.upenn.edu/rehabilita
tion-robotics-lab/lilflo-code.html and the mechanical
design at https://www.med.upenn.edu/rehabilitation-
robotics-lab/lilflo-cad.html.
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THERAPIST: towards an autonomous socially interac-

tive robot for motor and neurorehabilitation therapies

for children. In: 2013 7th international conference on per-

vasive computing technologies for healthcare and work-

shops. Venice, Italy: IEEE, pp.374–377.
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